
TWO techniques are  described for measuring 
convective heating t o  s m a l l  models i n  free-flight 
ranges and tunnels. 

In  the f i r s t  technique, called the catcher- 
calorimeter technique, models are gun-launched into 
the  Ames pressurized b a l l i s t i c  range at velocities 
*om 4,300 t o  11,000 ft/sec, allowed $0 decelerate 
aerodynamically t o  a few hundred feet  per second, 
and caught. 
the  models i s  measured in a calorimeter. Extreme 
care i s  taken t o  account for and minimize a l l  
extraneous sources of heat addition or loss. The 
calorimeter was designed especially for t h i s  appli- 
cation and is  capable of measuring heat inputs as 
l ow as Btu. Measurements of convective heat- 
ing t o  a hemisphere show good agreement with theo- 
r e t i c a l  computations. 

The total aerodynamic heat input t o  

In the second technique, called the me l t ing -  
onset technique, aluminum hemispheres are gun- 
launched into the prototype of the Ares hypersonic 
free-flight f a c i l i t y  a t  a velocity of 24,000 ft/sec 
in to  s t i l l  a i r ,  and a t  a combined velocity of 
36,000 f t /sec in to  the countercurrent airstream. 
A t  601113 point on the f l igh t  path, the model begins 
t o  m e l t ,  and molten aluminum streams f r o m  the model 
surface in to  the wake where it can be detected in 
shadowgraphs. The stagnation-point heating ra te  i s  
then deduced by computing the heating ra te  required 
t o  produce melting at the observed time. 
Conducted a t  24,000 f t /sec are considered calibra- 
t ion  t e s t s  for the technique and show i t s  workabil- 
i t y .  Bsts conducted at 36,000 f t /sec yield 
heating ra tes  which are  in accord with theories 
that  predict a slllall effect  of ionization on 

Tests 

convective heating. 

Introduction 

Bal l i s t ic  ranges and free-flight tunnels have 
been little used t o  measure convective heating. 
The reason for t h i s  i s  that it has been d i f f icu l t  
t o  determine the rate  of temperature rise of the 
model surface. Although considerable e f for t  has 
been made t o  develop miniature telemeter systems 
for t h i s  purpose, the ccanparatively l i t t l e  data 
obtained show the diff icul ty  of t h i s  apprarch. 
This paper presents two different, yet complemen- 
tary,  approaches t o  the measurement of convective 
heating in f ree  flight on smell models. 

heat transferred t o  a model. This is  accomplished 
by recovering the model a t  l o w  speeds a f t e r  it has 
been decelerated f r o m  a high i n l t i a l  velocity by 
aeroaynamic drag. The heat content of the recov- 
ered model i s  tha aceuate iy  measured in a calo- 
rimeter; a ser ies  of t e s t s . a t  various launch 
velocities i s  then analyzed t o  yield heat-transfer 
rates. One of the limitations of this method i s  
that  if the heating ra te  t o  the modelbeccms high 

The f i r s t  method measures the t o t a l  aercdynamlc 

enough - by i n c r e a b  launch velocity - the model 
w i l l  begin t o  m e l t  and lose material, and the calo- 
rimeter WFU f a i l  t o  measure the total heat. l h i s  
particular limitation of the f i r s t  method becappes 
the basis  for the second method. 

!!?he second method i s  based on the  detection of 
&lting the time of onset of m e l t i n g  of the model. 

onset on free-flight aluminum models can be 
detected, since the molten alrrminuum nmoff a m -  
ent ly  forms a fine &st in the wake of the  mdel 
causing a characteristic change in shadowgraphs. 
Surface melting on the  model occurs f i r s t  where the 
heating rate is  highest - at the stagnation point. 
The t h  at  which melting first occurs i s  a measure 
of the stagnation-point heating rate. 

!!?he present paper describes these two 
techniques in d e t a i l  and preselrts heat-transfer 
data obtained. 
ra te ly  in t h e i r  h i s tor ica l  order. 

The techniques are treated sepa- 

symbols 

thermal diffusivi ty  of model material 

groupings defined by equation (16) 

maximum cross-sectional area 

wetted area 

specific heat of the  model material 

total drag coefficient 

enthalpy 

thernvsl conductivity of model mterial 

constants of proportionality 

model mass 

exponent in equation (6) 

pressure 

total aeroaynamic heat transfer 

energy added t o  calorimeter 

heat-transfer rate 

heat-transfer ra te  defined by equation (5) 

Iocai  heat-transfer ra te  

reference radius 

temperature 

temperature of the c a l o r h t e r  



Tm temperature of the mDdel 

t time 

v velocity 

X distance along the f l igh t  path 

Y distance into the model f r o m  the stagna- 
t ion  point, normal t o  the surface 

B srouping in equation (15) 

7 

P density of the  air  

factor of proportionality i n  equation (13) 

T duqy  variable of integration 

Subscript 6 

catch 

i conditions pr ior  t o  launch 

L launch conditions 

r recovery conditions 

st stagnation conditions 

W w a . ~  (model surface) conditions 

m free-stream conditions 

conditions jus t  pr ior  t o  entering catcher 

Catcher-Calorimter Technique 

The test a r r a n g e n t  for the catcher- 
calorimeter technique is  shown schematically i n  
figure 1. A model, held in a sabot, is launched 
frm a gun. 
sabot, enters the b a l l i s t i c  range and is photo- 
graphed a t  spark shadowgraph s ta t ions while decel- 
erating. 
density, and range length are selected so that  the 
model slows t o  a speed of a f e w  hundred feet  per 
second before entering a catcher. 
pierces several sheets of paper, decelerates t o  
zero-forward velocity, and falls through a paper 
funnel in to  a c a l o r h t e r  where i t s  total heat 
content i s  m a w e d .  

The model, after being stripped of i t s  

Tbe model scale, model material, air  

The model then 

As the  model decelerates, a major portion of 
its kinet ic  energy heats the surrounding air via  the 
strong bow shock wave; the remaining kinetic energy 
i s  delivered t o  the boundary l a y w  via skin friction 
and t o  the model surface by conduction and convec- 
t ion.  
ation, the rate of energy loss, and the heating rate 
are high. A s  the model progresses damrange, the  
deceleration and the heating ra te  decrease. 
in figure 2 are typical  examples of a calculated 
heating rate history, an integrated heating history, 
and a calculated velocity history for the case of a 
l / b i n c h  aluminum hemisphere at sea-level condi- 
tions. 
f w e ,  is the s;-facc-averai;ed heat-transfer rate. 
All of these curves have been normalized by an 
appropriate maximum value. 
figure that the major portion of the  heating occurs 
when the velocity i s  sti l l  relat ively high. 

content f o r  various launch velocities were used t o  
&ianu.b= iuaia.uiaurourj hcutiw rakes. 

A t  the beginning of the  flight, the deceler- 

Sham 

5 e  heat-transfer ra te ,  hV, sham i n  t h i s  

It can be seen from this  

The experimental masurenents of total heat 

Tes t  Equirmnt and Calibration 

Pressurized b a l l i s t i c  range and w s .  Models 
were gun-launched into the h s  pressurized bal l is-  
t i c  range, which is  a 2Wfoat-long, 10-foot-diam 
e te r ,  pressure vessel instnmrented with shadowgraph 
s ta t ions a t  various intervals. Flring tinres of the 
shadargraph-station sparks are  recorded with 
counter chronographs, so that the deceleration 
history of the model can be determined. The shadow 
graph pictures a l so  provide angle-of-attack history 
and flow visualization. 

Both a 0.50-caliber powder-gas gun and a 
0.50-caliber light-gas gun were used as model 
launchers - the  powder-gas gun for launch veloci- 
t ies below 7,000 f t /sec and the light- as gun for 
velocities between 7,000 and ll,000 ft$sec. 

the present t e s t s  were 1 4-inch-diameter hemi- 
spheres, machined frcau s b i d  7075 T-6 aluminum 
alloy. 
t o  maintain Laminar flow a t  least t o  the model 
base. The diameter and material were selected t o  
allow the  model t o  decelerate at 1 atmosphere anbi- 
ent  pressure from ll,000 f t /sec t o  about 500 f t /sec 
i n  the 2Wfoot length of the range. In figure 3 a 
model is shown with i ts  sabot. 

Models, sabots, and Ea6 seals. Models used i n  

The surface f inish was suff ic ient ly  smooth 

The sabot, i n  addition t o  its usual functions 
of supporting the model during the launch and pro- 
viding a sea l  between model and launch barrel, was 
designed t o  reduce heating t o  the model frm three 
sources - barre l  f r ic t ion,  ccmpressed gas in front 
of the sabot, and driver gas behind the sabot. 
protection provided by the sabot alone against the 
driver gas was found t o  be inadequate; clear evi- 
dence was obtained in early tests that propellant 
gas passed along the parting planes of the sabot 
and scorched the model. 
by a separate gas sea l  behind the sabot, the one- 
piece polyethylene gas seal shown in figure 3, and 
by several discs of 1 - m i l  qlm placed against the 
base of thg model. 

The catcher was designed 
t o  stop m o d e l s  flying a t  subsonic speed, intact  and 
without appreciably al ter ing their total heat con- 
ten t .  The catcher consisted of 45-50 sheets of 
building paper (Federal specification UIFP-271- 

?-= 3 4 inch apart so the m o d e l  could fall freely 
between any two sheets in to  the funnel. 

The 

This leakage was prevented 

Catch& and funnel. 

C), hung on a rack. Sheets were spaced about 

The funnel was formed of heavy brown wrapping 
paper with steep sides and squared corners. 
design reduced the tendency of the model t o  sp i ra l  
down the funnel; any such resultant delay i n  
transit would permit additional heat loss from the 
model t o  the funel  and the air .  The heat loss  
during t rans i t  through the catcher and funnel was 
slnall but Easureable. A discussion of t h i s  loss  
i s  given in a l a t e r  section of this paper. 

This 

Calorimeter. The calorimeter was designed 
specifically for  t.his applicntion. It consisted of 
a th in  silver cup into which the model was dropped, 
a heat sink t o  absorb the heat, and a controlled 
conduction path between the cup and heat sink. 
Each of these elemnts  had a particular function 
and in 6- cases more than one function. 
i s  a quarter-sectional view of the ca lor imter .  

Figure 4 



Conduction 
path 

Hcot  source 

K I  

!Phe s i lver  cup acted as a receiver for the hut 
model. 
model t u t a l  heat was obtained fran a thermopile 
attached t o  the cup, it was inlportant t o  keep the  

eivi ty  high. 
small and as t h i n  (approxlmtely 0.003-inch w a l l  
thickness) as possible so it could can? t o  an 
equilibrium temperature with the hot model rapidly 
and also have a f a i r l y  high temperature r i s e  w i t h  
a small heat input. The cup was instrumented 
w i t h  a thermopile consisting of seven iron- 
constantan thermocauples on the bottao exterior. 
Six of these were cannected in series with six 
reference junctions located i n  the heat sink. The 
seventh thermocoqpk was used t o  determine absolute 
temperatures. 

Since the e lec t r ica l  signal  representing 

heat capacity Of the  cup very low and the diffu- 
!Lbs the silver cup had t o  be as 

!be heat sir.& was constructed of two large 
blocks of phosphor bronze. The silver cup was 
suspended in a cavity in the lower block. 
in the lower portion of the lower block were seven 
iron-constantan thermocouples which u t i l i zed  the  
heat sink as a constant temperature reference mass; 
six of these were the reference junctions for the 
cup t h e m w i l e ,  and the seventh was used t o  record 
absolute temperatures. 
blocks was t o  provide a sufficiently large heat 
capacity that the i r  temperature leve l  would not 
change more than a few thousandths of a degree 
during a shot and while tewratures were being 
recorded. 5 e  upper block a l so  served t o  cover the 
cavity where the s i lver  cup was suspended. The 
model entered the cup through a conical hole i n  the 
upper block. 
ductivity p las t ic  t o  minimize aqy heat t ransfer  due 
t o  contact with the model as it dropped through t o  
the cup. 

Buried 

The purpose of two large 

5 i s  hole was lined with a low con- 

The principal conduction path between the cup 
and heat sink consisted of three Smay th in  6u-ppa-t 
anrm made of low conductivity epoxy resin. 
were fastened between the upper l i p  o f t h e  cup and 
the rim of the  cavity. The cross section of these 
supports was made so that the major portion of the 
heat frcpn the  hot model would be transferred t o  the 
heat sink in about 10 t o  15 minutes. It was neces- 
s a r y  t o  use very f ine  thermocouples (0.001-inch- 
diameter wire) on the cup t o  minimize both the i r  
heat capacity and thek conductivity between the  cup 
and the heat sink. 
was f i l l e d  with fwmzd plast ic  so that there would 
be no f ree  convective heat transfer from the cup. 

These 

The excess volume of the cavity 

With the c a l o r h t e r  c o n s t m t e d  a s  described 
above, the heat transfer f r m t h e  cup t o  heat sink 
can be expressed schematically as sham in 
sketch (a). 

I 

To 
Heat sink 

Sketch (a) 

Ihe d i f fe ren t ia l  equation for the conductive heat 
t ransfer  from a source t o  a sink is 

thus 

A f i n i t e  integration l i m i t  of 10 t o  15 minutes 
was used t o  replace the inf in i te  lkit on the  inte- 
gral  i n  equation (2). 
found t o  have negligible effect  on the resul ts .  
This was demonstrated by plat t ing the value of the  
integral  with various upper limits and observing its 
asymptotic nature. 

The output of the thermopile is  proportional t o  

This f i n i t e  truncation was 

the  instantaneous temperature difference TA - Tg. 
This output, in millivolts, i s  recorded on a s t r i p  
chart recorder f r o m  wbich a typical  t race is  shmm 
i n  figure 5 .  The output was also electrcwxhani- 
cal ly  integrated t o  obtain the area under the tem- 
perature difference time curve. 
heat inputs as low as lo-' Btu were found t o  be 
possible with t h i s  equipment. 
this highly sensitive and accurate calorimeter made 
t h i s  t e s t  technique possible since, as will be noted 
i n  l a t e r  sections, heat quantities reasured i n  the 
tests were i n  the range from lo-' t o  

Measurerents of 

The development of 

Btu. 

Calibration of the calorimeter. To calibrate 
the calorimeter preheated models were dropped i n t o  
it t o  determine the constant. K 1  in equation (1) 
and t o  determine the effects  of several variables 
on K1. 

The calibration setup consisted of an oven 
suspended over the c a l o r h t e r .  !?he model was 
placed i n  the oven, allowed t o  coue t o  SOQE knam 
temperature, and dropped into the calor-ter. 
(There was a radiation shield between the oven and 
calorimeter a t  a l l  times except during model 
release.) 
thermopile was then read and plotted versus the cal- 
culated energy increrent introduced by the hot 
model. 
energies. The plot  of calculated heat input versus 
integrated values of LQ/K1 resulted i n  a s t ra ight  
line, the slope of which was the  value of K1.  The 
calibrations were repeated with variations of model 
geometry, model orientation in cup, model mterial, 
and nonuniformtemperatures i n  the model. 
geometries for these calibrations were a l /b inch-  
di-ter hemisphere, a 30°half-angle cone s l ight ly  
blunted with 0.20-inch base di-ter, and a l / L i n c h  
sphere. Most of the  m o d e l s  were aluminum; however, 
other materials were used and gave essentially the 
same resul ts .  The condition of a nonuniformtem- 
perature distribution i n  the m c d e l  was simulated by 
drapping two m o d e l s  a t  the 6- time but with dif- 
ferent temperatures. The value of K1 was found 
t o  be constant within a3 percent. 

 he integrated output, AQ,/K~, of the 

This process was repeated a t  various model 

The model 

Data Reduction 

Reduction of total heat-transfer data. The 

me them1 e n e r a ,  AQ, 
reduction of the t o t a l  heat-transfer data proceeds 
from an energy balance. 



. added t o  -the c a l o r h t e r  by the m a i e l  i s  obtained 
direct ly  frm the  area under the M? versus time 
curve of the  calorimeter and the calibration con- 
stant Kl. This increment of energy consists of 

From the equation of motion, we obtain 

two parts, the energy due t o  aeroaynamic heating, 
$aero, and the energy due t o  possible differences 
i n  the energy levels of the model and the calorim- 
e t e r  pr ior  t o  l a u n c u  of the model. 
ment i n  energy, AQ, can be expressed as 

d t  E (-) dV (8)  
c&pv2 m m  

The incre- 
Equations (61, (71, and (8 )  m y  be ccmbined as 

(3) 

where m i s  the mass of the  model, c i s  the spe- 
c i f i c  heat of the model material, and Tmi and Tci 
are the prelaunch model and calorimeter tempera- 
tures ,  respectively. In equation (3) it i s  as-d 
t h a t  there are no extraneous heat sources. This 
was found t o  be a good assumption if proper precau- 
t ions were taken. 
the de ta i l s  of these precautions.) 
t ion  (3) for bro yields 

(%e Error Analysis section for 
Solving equa- 

The last t e r m  on the r ight ,  which represents the 
correction for differences i n  temperature of the 
m o d e l  and calorimeter, was generally less than 
10 percent of bra. The temperature of the model 
was taken as the prelaunch gun temperature. 
was insured by loading the m & l  in to  the gun a t  
least one hour before launch. 

This 

Conversion of total heat-transfer masurerents 
t o  instantaneous h e a t h  rates .  !be total heat, 
kro, reasured for  different launch velocities, 
may be further analyzed t o  obtain the instantaneous 
average heat-transfer ra te  over the surface as  a 
function of velocity. The instantaneous average 
heating r a t e ,  kv, w i l l  be defined as 

( 5 )  

where Qz i s  the local heat-transfer rate ,  and p4J 
i s  the wetted area of the body. 
relationship between &,, free-stream density, and 
velocity i s  assumed t o  be similar t o  the one dis- 
cussed i n  reference 1. 

The functional 

This relationship is 

where pm i s  the free-stream density, r is a 
reference length (e.g., radius of curvature a t  the 
stagnation point), V, 
Q and n are  constants t o  be determined. 

is the f l igh t  speed, and 

The total aerodynamic heat transfer t o  a model 
during a given trajectory can be expressed as 

dV (9) 

Since the  velocity history and drag coefficient are 
knam, evaluation of OerO depends only on selec- 
t i o n  of n and Q t o  give a functional dependence 
of Qero on launch velocity which matches that 
recorded e x p e r h n t a l l y  f r o m  t e s t  shots at differ-  
ent  launch velocities. 
n and & t o  obtain a best f i t  t o  the experimerrtal 
data is  given i n  appendix A .  

The procedure for  selecting 

The analysis described above applies only i f  
both Q and n are constant or nearly constant 
over the trajectory. This is t rue i f  the wall tem- 
perature is small  compared t o  the recovery tempera- 
tu re ,  a condition which is  sat isf ied for the part 
of the f l igh t  during which the major portion of 
heating occurred. 
tude must be smll enough so that the heating is  
not affected. A sl ight ly  more elaborate analysis 
(not presented here) al lows som3 consideration of 
angle-of-attack effects .  

velocity a t  the muzzle of the gun) and drag coeffi- 
cients were deduced fromthe measured distance-tlre 
history by the mthod of reference 2. 

Typical Results 

In addition, the pitching aqpli- 

hunch velocity. The launch velocity (i.e.,  

Scene typical total heat-transfer data obtained 

These remiits are for  a l/b-inch- 
with the calorimeter technique are sham i n  fig- 
ure 6(a). 
d iamter  aluminum hemisphere tes ted at 1 atmosphere 
free-stream pressure. These data were then ana- 
lyzed, by the simple data-reduction method 
described ear l ie r ,  t o  obtain instantaneous heat- 
t ransfer  ra tes  averaged over the wetted surface 
area. These resul ts  are sham i n  figure 6(b). For 
cunparison, theoret ical  calculations a t  Mach num- 
bers 4 and 6 by the mthod of Stine and Wanlass 
(ref. 3) are presented (squares). Further theo- 
r e t i c a l  calculations were made for  higher speeds 
using the stagnation-point results of Fay and 
Riddell ( ref .  4) and the distributions f r o m  the 
method of reference 3. Calculation for  several 
points allowed a curve t o  be drawn through the 
speed range sham. 
sham are  for  the case of zero base heat t ransfer . )  
It can be seen that the agreenent with theory is 
very good. 
19 percent, and, i n  the case of the Fay and R i d d e l l  
s txmtion-point  plus S t h e  and WwiLRns distribu- 
t ion,  adding a srnall amount t o  the calculated 
values t o  account for  base heating would inprove 
the agreemnt. 
heat-transfer ra te  calculated by the method of 
reference 4 upon which the second theoret ical  e s t i -  
mates were based. 
these data and a presentation of data f r o m  a 
blunted-cone model m y  be found in rererence >. 

( A l l  theoret ical  calculations 

The differences are  no greater than 

Also shown i s  the stagnation-point 

A more complete discussion of 



Error AnaLvsis 

m e  accuracy of the t o t a l  heat-transfer 
measurements depends prinnu'ily upon the accuracy of 
the  ca lor imter  system and the Size of extraneous 
heat sources and sinks. The calorimeter has a 
mimum error  of *3 percent of the t o t a l  heat 
t ransfer  measured (determined from calibration) . 
Several extraneous sources of heating were consid- 
ered. These include: 

1. 
of the model while the model i s  traversing the 
launch tube. 

2. 
through the sabot t o  the model. 

3 .  

4. 

Heating from shock-heated gases i n  front 

Heating caused by propellant gas leaking 

Heat loss due t o  long subsonic f l igh t .  

Heating and/or cooling during capture i n  
the catcher and funnel. 

Items 1 and 2 were discussed br ief ly  i n  the 
discussion of sabots and gas seals; however, a more 
detailed description of the extent to which these 
sources of heat were eliminated is  included here. 
The complete enclosure of the model within the 
sabot, and the partial evacuation of the launch 
tube, a re  believed t o  completely eliminate heating 
resulting f r o m  item 1. 

The heating resulting from item 2 was as  high 
a s  100 percent of Bero when no gas seal was 
used. The effectiveness of the gas seal i n  reduc- 
ing t h i s  heating was ascertained from several test 
shots with gas seals of various designs. Several 
shots with various length gas seals were fired at 
the S ~ L I E  launch velocity; when heat input was plot- 
t e d  versus increasing gas  seal  length, the curve 
appeared t o  approach an asymptote which was consid- 
ered t o  represent zero heating by gases. The 
gas seal  f ina l ly  used appeared t o  reduce t h i s  heat- 
ing t o  about 7 or 8 percent of Gero. (Launching 
problems prevented the use of a longer gas seal.) 
Additional heat protection, consisting of thin 
sheets of qlar  placed over the base of the models, 
appeared t o  further reduce t h i s  heating t o  about 
2 percent of $aero. 

Heat i s  l o s t  fram the model during the portion 
of the f l igh t  when the wall temperature i s  greater 
than the recovery temperature, approximately 0.1 
second. 
a t  h s  ( ref .  6) was programmed t o  represent the 
thermal properties of the hemisphere model and the 
heat transfer t o  the model. The model was then 
"flown" from 10,ooO t o  1,ooO f t /sec and then the 
front face inputs were switched t o  represent cool- 
ing t o  the atmosphere ( i .e . ,  hr = &). In 0.1 sec- 
ond of "flight" 2 percent of the model's t o t a l  heat 
w a s  l o s t .  
subsonic f l igh t  i s  numerically less than the 
1,OOO ft/SeC cooling rate  employed, it can be con- 
cluded that heat losses during subsonic f l igh t  are  
negligible. 
0.2 second the cooling would i n c r e n s ~  mgidly; 
therefore the catch should be made a t  as  high a 
subsonic speed a s  possible. I n  the present t e s t s ,  
catches were mde between 500 and 800 f t /sec,  
resulting in subsonic f l igh t  times from 0.1 t o  
0.06 second. 

The e lec t r ica l  heat flow analog ccsnputer 

Since the average cooling rate  during 

A t  subsonic f l igh t  times longer than 

m e e  sources of heating or sooibg  of the  
model i n  passing through the catcher and funnel 
combination were considered: deformation of the 
model; f r ic t ion  between model and paper; and con- 
duction between model, paper, and a i r .  
were examined under a microscope a f t e r  they had 
penetrated the sheets of paper and no sign of defor- 
mation was evident. It was therefore f e l t  tha t  the 
heating due t o  deformation was negligible. 
other two sources of heat transfer were d i f f icu l t  
t o  analyze, and since the models enter the catcher 
with kinet ic  energy of the 6811~ order of nnsgnitude 
a s  the t o t a l  aerodynaslic heating, t h i s  extraneous 
heating could be large i f  a substantial fraction of 
t h i s  energy were converted t o  heat i n  the model. 

The models 

The 

To assess the amount of extraneous heating i n  
the catcher-funnel, the heat transfer f r o m  the 
model t o  the catcher and -el was studied experi- 
mentally. A compressed a i r  gun was b u i l t  50 tha t  
the m j o r  portion of the barrel  passed through a 
temperature-controlled oven. This gun was set up 
t o  f i r e  into the catcher-funnel-calorimter c d i -  
nation. Two ser ies  of t e s t s  were conducted with a 
l/k-inch aluminum sphere as  the test model. 
the m o d e l  was Launched cold (i.e.,  at the  same tem- 
perature as  the catcher) t o  minimize conduction 
effects  i n  the catcher. hunches were made a t  vari- 
ous subsonic velocities and therefore various num- 
bers of sheets of catcher paper were penetrated. 
The measured heat input increased s l ight ly  with 
the nuniber of sheets penetrated; it was, however, 
less than one-thirthieth of the kinetic energy on 
entry into the catcher. The second t e s t  was con- 
ducted with the model heated t o  between 35' and 
40° F above the temperature of the catcher. 
case the difference i n  thermal energy ( i .e . ,  meas- 
ured i n  the calor imter  minus calculated for the  
known model temperature r i s e )  a t  f i r s t  was negative 
and then increased with increasing number of sheets 
penetrated (increasing velocity); the net error was 
zero a f t e r  about 28 sheets were penetrated. 
indicates that, a t  f i r s t ,  the energy interchange 
between model and catcher is  controlled by conduc- 
t i o n  losses un t i l  f inal ly  f r ic t iona l  heating p redm 
inates and the heating increases. 
errors  resulting from these effects  i n  the actual  
heating experiments occurred a t  the lower speeds 
where they were as high as  210 percent of the t o t a l  
aerodynamic heating. 

In one, 

In t h i s  

This 

The maxFmum 

'Iko comnents are i n  order as t o  the catcher- 
funnel errors. F i r s t ,  the paper used i n  t h i s  
catcher was the  only material t r ied .  It i s  not 
very l ike ly  that it i s  the optimum frcnn a heat- 
t ransfer  standpoint. Secondly, the simple experi- 
ment indicated that even the 10-percent error  could 
be par t ia l ly  eliminated i f ,  with a setup similar t o  
the one described, the heating i n  the catcher were 
determined carefully for  each configuration t o  be 
tested. This was not done for the data presented 
i n  figure 6. 

The sum of the estimated errors  i n  the total  
heat masuremnts i s  l i s t e d  belaw for three 
different  velocities. 

Error range, Launch 
percent velocity 

T o t a l  aerodynamic +13 -15 5,oao 
heating, G e r o  +8 -10 7,000 

+6 -8 10,ooo 



The e s t h t e d  accuracy of Easured it-ag 
coefficient and launch velocity is  1 percent. 

Because of the rethod of data reduction used, 
it i s  d i f f icu l t  t o  estimate the accuracy of the  
heating rates ,  &. The maxhum expected error  
could be Larger than the maxirmrm error i n  the t o t a l  
heat-transfer naeasurements. A s  can be seen f r o m  
figure 6, the difference between the heating rates 
obtained from the present technique and f r o m  well- 
established theory, for  the case of a hemisphere, 
which is  for  a l l  practical purposes a proof config- 
uration, is near the maximum error i n  the t o t a l  
heating measuremnts . 
R e m k s  

The preceding sections present a discussion of 
the catcher-calorimeter technique for  obtaining 
exper-ntalheat-transfer data at high speeds. 
The technique, once developed, i s  very simple t o  
use. Furthermore, it has the potential of being 
relat ively accurate canpared t o  other heat-transfer 
measurement techniques. The heat-transfer resul ts  
for a hemisphere were compared with theory and were 
found t o  agree very well. 
technique is  that, i n  sone cases, nany data points' 
are required t o  obtain the desired resul ts .  

A disadvantage of the  

Possible applications of the technique, not 
considered i n  t h i s  paper, are determination of heat 
t ransfer  i n  gases other than a i r  and reasurement of 
heat absorbed by ablating bodies. 

When t o t a l  heating i s  measured with t h i s  
technique, a definite high velocity limitation 
occurs for  any model. 
l i m i t ,  the model w i l l  eventually begin t o  ablate, 
and heat w i l l  be l o s t  with the ablated material. 
Furthermore, the injection of ablation products 
into the boundary layer affects  the heating ra te .  
lhis limitation t o  the catcher-calorimeter tech- 
nique becones the basis for  the melting-onset 
technique. 

If the velocity exceeds th i s  

Elelting-Onset Technique 

This technique uses the time of onset of 
re l t ing  on small  aluminum models as a measure of 
the stagnation-point heating ra te .  A sabot-held 
aluminum hemisphere is  gun-launched a t  high veloc- 
i t y  e i ther  into st i l l  a i r  or into an oncoming air- 
stream. Heating is  experienced by the model as it 
decelerates. This heating serves t o  ra ise  the tenr 
perature of the model and, i f  heating is  prolonged, 
at  s a e  point along its f l igh t  path the surface of 
the model w i l l  begin t o  mlt .  Elelting occurs first 
i n  the stagnation region, where the heating ra te  i s  
highest. Since the viscosity of molten aluminum is 
l ow,  aluminum flows off the model surface and into 
the wake. This l iquid aluminum runoff produces a 
partially opaque screen which is  visible i n  the 
wake region on spark shadowgraphs. 
stream density and mcael s i z e  are adjusted cor- 
rect ly ,  melting can be made t o  begin during the 
portion of the model f l igh t  through the inntru- 
nmted t e s t  section of the range; thus the time a t  
which melting f i r s t  occurs can be determined from 
successi-ve shadowgraphs. With the time of melting- 
onset known, the stagnation-point heating rate  can 
be determined by solving the heat-conduction equa- 
t ion  for  the model inter ior .  
described i n  d e t a i l  in the following sections. 

If the free- 

This technique is 

!kst Equipment 

Models were launched f rom a light-gas gun into 
the prototype of the AES hypersonic free-flight 
f a c i l i t y ,  which m y  be operated ei ther  a s  a bal l is-  
t i c  range or a s  a free-f l ight  wind tunnel. A sche- 
matic view of the f a c i l i t y  i s  sham i n  figure 7. 
The model launcher used for  these tests was a cal i -  
ber 0.50 deformble-piston, light-gas gun. Models 
f l y  through an instrumented t e s t  section equipped 
with ll spark shadowgraph stations s p c e d  a t  bfo& 
intervals  along i ts  length. 
part of the t e s t  section i s  sham i n  the inset  Of 
figure 7. The shadowgraph and chronograph e q u i p  
ment is  simiLar t o  that i n  the pressurized bal l is-  
t i c  range described ear l ie r .  The time-distance 
history and angle-of-attack history of the model 
are  extracted fromthe shadowgraph pictures a d  
chronograph records. 

An enlarged view of 

When t h i s  f a c i l i t y  is  used as  a f r e e f l i g h t  
wind tunnel, the airstream i s  supplied from a 
4Gf&-long, &l/k- inch-dimter  shock tube Cou- 
pled t o  a combustion chamber of like dimensions. 
The energy for  driving the shock tube i s  supplied 
by the constant volume-combustion of H;! and 02 
diluted with He and N2. The shock-tube diaphragm 
is punctured when the combustion process has 
reached peak temperature and pressure. 
pressure r a t i o  is  adjusted t o  t a i l o r  the reflected 
shock a t  the interface, producing a Stagnation 
region of high-pressure, high-temperature air. 
second diaphragm separates the stagnation region of 
the shock tube f r o m  the t e s t  section. This dia- 
phragm breaks spontaneously soon af'ter the incident 
shock impinges upon it, allowing flow t o  begin i n  
the wind, tunnel. The pressure in the t e s t  section 
is  set  pr ior  t o  the r u n  a t  such a leve l  t h a t  Kind 
tunnel s tar t ing t r a n s i e d s  are minimized. 
toured nozzle provides a nominal 
The airstream exhausts into a large vacuum tank 
a t  the end of the test section. A more complete 
description may be found i n  reference 7.  

Mcdels and Test Conditions 

The i n i t i a l  

A 

The con- 
M = 7 airstream. 

The t e s t  models for t h i s  investigation were 
1/4- inch-diwter  7075 T-6 a l m i n m  hemispheres 
ident ical  to those used i n  the catcher-calorimeter 
t e s t s .  The stagnation-point heating ra te  on t h i s  
model is  relat ively insensi t im t o  small angle of 
attack. Sabots were similar t o  those described i n  
the f i r s t  section of t h i s  paper but were nade sig- 
nif icant ly  l igh ter  i n  order t o  obtain high launch 
velocities. This sabot had the sam? advantage f o r  
heat-transfer measurements a s  mentioned ear l ie r  - 
minimum extraneous heating during launch from the 
gun. 

The resul ts  of two se ts  of t e s t s  ut i l iz ing the 
melting-onset technique are described i n  t h i s  
paper. Each of these se t s  w i l l  be described i n  
d e t a i l  i n  l a t e r  sections. The nominril t e s t  condi- 
t ions are  suunnarized i n  the following table .  
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Wind-Tunnel Data Reduction 

To obtain heating-rate data, it i s  necessary 
t o  know the free-stream properties as  a function of 

the flight trajectory. For the t e s t s  a t  
time 24,000 “1°7 ft sec, in which the models were f i red  into 
s t i l l  a i r ,  the free-stream properties were deter- 
mined f r o m  the masured temperature and pressure of 
the a i r  i n  the tunnel immediately prior t o  the 
f i r i n g  of each shot. 
though decelerating, was flying through a constant 
density environment. 

For these t e s t s  the model, 

For the t e s t s  a t  36,000 */see, i n  which the 
models were f i red  into the supersonic airstream, 
a more complex situation existed. 
steady airstream the model must f l y  across the 
vacum tank (see f i g .  7) where properties w i l l  be 
very pmrly  defined af te r  the entry of free-stream 
a i r .  To avoid t h i s  diff icul ty ,  models were f i red 
a t  such a time as  t o  meet the airstream before it 
had begun t o  enter the vacuum tank. 
is  i l lus t ra ted  i n  figure 8. It can be seen from 
t h i s  figure that  the model must f l y  through three 
d is t inc t  regions: (1) the low pressure (approxi- 
mately 300 microns Hg) s t i l l  air  in the vacuum tank 
and i n  the entrance t o  the t e s t  section, (2) the 
wind-tunnel s tar t ing shock wave and the air  ini-  
tiaUy i n  the tunnel which has been ccanpressed by 
this s tar t ing shock wave, and (3) the desired t e s t  
environment - the  steady hypersonic airstream. The 
properties in each of these regions must be deter- 
mined in order t o  assess the contribution of each 
t o  the total heating. 
is  zero, and the temperature and pressure were mas- 
w e d  pr ior  t o  each test. Both the extent of and 
properties i n  region 2 were determined from cal i -  
bration t e s t s  by measuring the tunnel p i t o t  pressure 
and wall s t a t i c  pressure as functions of time. 
was determined that  the model f l i e s  through region 2 
f o r  a distance of about 8 f e e t .  !be measured speed 
of the s tar t ing shock wave and the measured proper- 
t i e s  i n  region 1 were used t o  calculate a i r  velocizy 
and density immediately behind the starting shock. 
The density and velocity were a s s u e d  t o  vary 
l inear ly  between the i r  values immediately behind 
the  s tar t ing shock and the i r  values i n  region 3 .  
The effect  of these asmmptions on the  t e s t  resul ts  
w i l l  be considered i n  the section on errors .  The 
properties i n  region 3 were determined from measure- 
m n t s  of (a)  the pressure and tempemtire of the 
a i r  i n  the shock tube pr ior  t o  the run, (b)  the 
velocity of the i n i t i a l  shock wave i n  the shock 
tube, and (c)  the pressure behind the reflected 
shock wave (the stagnation pressure driving the 
wina tunnel). 
t i o n  enthalpy for  the wind-tunnel reservoir was 
calculated by applying the appropriate shock-tube 

To reach the 

This procedure 

In region 1 the a i r  velocity 

It 

from these measurements, the stagna- 

equations. Wind-tunnel free-stream properties 
(the properties i n  region 3) were then determined 
f r o m  the s t a t i c  pressure masured at  several points 
on the t e s t  section wall. 5 e  real-gas flow 
between the reservoir and the test section was 
a s s m d  t o  be isentropic and in equilibrium. 
probe mounted i n  the tunnel during calibration 
t e s t s  shared p i to t  pressures consistent with pre- 
dictions based on the above maswremnts. 

Solutions t o  the Heat- Conduct ion Equation 

A 

In order t o  relate the melting-onset time t o  
the heat-transfer ra te ,  it was necessary t o  solve 
the  heat-conduction equation for  the inter ior  of 
the  model. Calculations shared t h a t  for the  short 
f l igh t  times being considered (approxlmstely 2 mil- 
liseconds) the appreciably heated layer within the 
model was th in  (less than 10 percent of the model 
diamter), and that the one-diroensional form of the  
heat-conduction equation could be used. The bound- 
ary conditions are those for  a semi-infinite slab, 
i n i t i a l l y  a t  uniform temperature, heated on its 
exposed surface with a time-dependent heating rate. 
The time dependence of the heating rate  ar jses  
because of the  changing free-stream conditions and 
velocity along the f l igh t  path. 

PIUS the  equations t o  be solved are  

1 y > 0, t > 0 

The solution of this system i s  w e l l  known and 
can be written with the a id  of Ijuhaml’s integral  
(see, e.g., r e f .  8, p. 76). 
i s  given by 

The surface temperature 

(u) 
where 4 is  the heating ra te  and the other quanti- 
t i e s  are defined i n  the table  of symbols. Thus if  
the heating r a t e  is  known a s  a function of time, 
the surface-temperature variation with time may be 
calculated. 
stream density ( i . e . ,  when the model i s  flown into 
s t i l l  a i r )  and constant drag coefficient, one form 
of the t ra jectory equation i s  

Under the assumption of constant free- 

1 V =  
+ 1 
VL an 

Since the  velocity does not change greatly over the 
t ra jectory,  the  stagnation-point heating ra te  may 



be awardmated by a less general form of 
equation (6) 

kt = Yv3 (13) 

where 7 depends on p, and the  bcdy size. 

If equations (U), (E!), and (13) are combined, 
the equation for surface telnperature apsy be written 

where ht is the heating r a t e  a t  the beginning 
of f l ight .L This m y  be integrated t o  give 

% - T i =  

+ 

- 

Where 

and B i s  the term i n  braces. Equation (15) i s  a 
closed-form solution for the time-dependence of the 
stagnation-point surface temperature for  models 
f i red  into s t i l l  a i r .  

When the  models are fired through the tunnel 
starting transient flow into the countercurrent 
airstream, it i s  no longer possible t o  obtain a 
closed form solution and equation (u) must be inte-  
grated n m r i c a l l y .  
its lower l i m i t  and thus unsuitable for  nurrerical 
integration. 
removes the singularity t o  give 

The integral is  improper at 

A slight al terat ion t o  equation (11) 

The numerical integration of equation (17) was 
p r o g r m d  for  the IBM 7090 c q u t e r .  
w i l l  aUm the surface temperature t o  be computed 
as a function of time f o r  countercurrent airstream 
operation i f  the heating ra tes  along the flight 
path are known. 

Equation (17) 

Calibration Tests a t  24,000 f t isec 

To check the val idi ty  of the Elting-onset 
technique, several t e s t s  were perf-d a t  condi- 
t ions for  which the heating ra te  is  w e l l  known 
f r o m  the work of previous exper-nters ( re f .  9). 
A s  sham in the tabulated t e s t  conditions, the 
velocity chosen for  these t e s t s  was nomimlly 
24,000 f't/sec and free-stream densities were varied 
f r o m  1 . 6 ~ 0 - '  t o  2.wO-* slugs/ft3. 
were perforEd without the countercurrent air- 
stream. 
all the shadowgraphs from a run t o  determine a t  
which s ta t ion melting was f i r s t  observed. 
inputs t o  equation (15) were then determined, with 
the  i n i t i a l  heating ra te  computed from the  theory 
of reference 4, and the stagnation-point surface 
temperature was computed as a function of time. A 
typical  set  of data f r o m  one of these runs i s  s h m  
in figure 9 .  This figure shows successive shadow- 
graphs from the f i r s t  s i x  wind-tunnel stations. 
Nothing unusual i s  seen in the flow f i e l d  behind 
the mcdel u n t i l  s ta t ion 3, where slight wisps o f  
aluminum appear a t  the rear corners of the model. 
This shows thzt E l t i n g  s tar ted before the model 
reached s ta t ion 3 and probably after it passed 
stat ion 2. 
through the shadowgraph stations, more and more 
aluminum i s  vis ible  at the shoulders and in the 
wake. Finally, the m o d e l  i s  distorted by the loss 
of m t e r i a l .  S h a m  on t h i s  figure are the elapsed 
times of f l igh t  t o  each s ta t ion and the  model sur- 
face temperatures a t  each s ta t ion computed frm 
equation (15). 
first observed at almost exactly the time when the 
computed surface temperature reaches the m l t i n g  
temperature of 7075 T-6 aluminum (ll8oo F). This 
provides a check on the val idi ty  of the technique 
and leads t o  confidence i n  i t s  use at velocities 
where the heating ra te  i s  not w e l l  known. 

These t e s t s  

The procedure was t o  examine c r i t i c a l l y  

!the 

As the model progresses downrange 

It i s  significant that Elting i s  

The resu l t s  of a l l  the t e s t s  a t  24,000 f't/sec 
are presented i n  figure 10. 
correlation plot of the predicted value of 
f r o m  equation (15) for 
measured value for  melting onset. 
system allows errors  t o  appear l inear ly  on the 
p lo t .  The 45O l i n e  i s  the l ine  of perfect correla- 
t ion  and it can be seen that  t h e  Cata l i e  extremly 
close t o  t h i s  l ine .  It was not alw,ys possible t o  
be as  certain of the s ta t ion i n  which E l t i n g  f i r s t  
began as i n  the run sham on figure 9 .  
data are presented a s  bars in figure 10, which 
indicate the an range from the time a t  which 
m l t i n g  was f i r s t  probable u n t i l  it was f i r s t  
surely i n  evidence. 
45' l ine  by + 9 percent t o  -13 percent. Thus 
within these l imits  the data are repeatable. 

Tests at 36,000 f t /sec 

This figure is a an 
Tw = 1180' F versus the 

This coordinate 

Thus the 

These data scat ter  around the 

Since the calibration t e s t s  shared the 
technique t o  be usable, t e s t s  were conducted at a 
velocity of 36,000 f t /sec.  
w e l l  a s  a t  higher velocities, the effect  of ionized 
species on convective heat transfer has been in 

wing technique are  of considerable value. 

A t  this velocity, as 

q&&iofi afi& &ea @hey& by a Lfi&pefi&fit =as- 

The t e s t s  a t  36,000 ft/sec were conducted in  
a Countercurrent airstream which had a nominal 
velocity of 12,000 f t /sec.  The nielting-onset tine 
was determined i n  the sanu3 manner a s  i n  the lower 
speed t e s t s .  The calculation of heating ra te  f r o m  



the  melting-onset time i s  ccmplicated as noted 
ear l ie r  by the variety of free-stream conditions 
which the model encounters. 
reduction was t o  assum heating-rate his tor ies  
along the trajectory, consistent with the varia- 
t ions  of velocity and density encountered, and t o  
compute the time-temperature history a t  the stagna- 
t i o n  point from equation (17). The t% at which 
the stagnation point was calculated t o  reach 
1180' F was then campared with the t% a t  which 
melting was first observed. 
t ion  was adjusted accordingly u n t i l  a history was 
found f o r  which the two times mtched. Since, as 
will be sham i n  the next section, the mjor par- 
t i o n  of the  heating occurred i n  region 3 (see 
f ig .  81, the calculation of the surface temperature 
is  relat ively insensitive t o  the choice of heating 
ra tes  i n  regions 1 and 2. 

The technique of data 

The heating-rate equa- 

The data obtained i n  t h e  36,000 f t l sec  t e s t s  
are sham i n  figure ll. They f a l l  with the mjor -  
i t y  of the shock-tube data (refs. 10, 11, and 12) 
and support theories which predict that the effect  
of ionized species on convective heat transfer i n  
air w i l l  be small (refs. 11, 13, 14, 15, and 16) .  
They l i e  approximetely a factor of 2 below the 
theory of reference 17. There are, hcwever, SOIIE 

shock-tube data which are substantially above the 
present data and the majority of the shock-tube 
data ( refs .  18 and 19). Gruszczynski ( ref .  19) has 
reported that this difference can be traced t o  the 
type of heat-transfer gage used; the higher data 
were obtained with nickel and nickel alloy gages 
and the lower data with platinum gages. This dif-  
ference has not yet been explained. The present 
method uses a different m t e r i a l  - 7075 %6 alumi- 
num - and the method i t s e l f  i s  sufficiently differ-  
ent f r o m  the shock-tube methods t o  be considered 
independent. These fac ts  lend considerable support 
t o  the lower data. 
explanation i s  found for  the higher data, a l l  
resul ts  should be viewed cautiously. 

Error Considerations 

However, u n t i l  a satisfactory 

As with all heat-transfer techniques, sources 
of error i n  the present technique are d i f f icu l t  t o  
evaluate completely. If the calibration t e s t s  are  
considered alone, the deviation of the heating ra te  
from the average i s  +9 and -13 percent. 
t h i s  can be accounted for  by the fact  that the 
model i s  observed only a t  discrete times along the 
f l igh t  path, and therefore, melting onset i s  always 
observed somtim? after it might f i r s t  have been 
observed. On the average t h i s  error i s  +6 percent. 
Therefore, other sources of error ,  for example, 
changes i n  heating during launch, changes i n  sabot 
separation from run t o  run, and angle of attack, 
must account for the reminder of the deviation in 
the calibration tests. 

For the tests conducted a t  36,000 f t f sec  
additional sources of error are due t o  the uncer- 
t a i n  free-stream properties. 
region 2 (see fig. 8 )  are  the leas t  well determined 
and it i s  desirable t o  estimate the effect of t h i s  
uncertainty on the heating. 
calculated heating distribution along the f i igh t  
path i s  given i n  the following table: 

Part of 

The properties in  

A breakdown of the 

It can be inferred frm this table  tha t  even 
relat ively large errors  i n  determining the proper- 
ties i n  region 2 w i l l  not produce large errors  i n  
the deduced heat-transfer ra tes  for  region 3, since 
region 2 contributes a re la t ively smaU percentage 
of the t o t a l  heating. 

The sum of errors due t o  imperfect knowledge 
of the airstream is  impossible t o  a$sess accu- 
rately, but it is believed that they w i l l  be of 
the  order of 5 t o  10 percent. Thus the over-all 
accuracy of these t e s t s  is estimated t o  be 16 t o  
21 percent. 
consistency of the data points a t  36,000 f t l sec  is 
of t h i s  order. 

Remarks 

It should be noted tha t  the internal 

This technique, which measures local heating 
rates, i s  relat ively simple t o  use. It has poten- 
tial for  use at very high velocities - i n  excess 
of earth escape velocity. 
the order of 10 t o  100 times longer than i n  shock 
tubes. There are ,  however, sources of error ,  par- 
t i cu la r ly  when the countercurrent airstream is 
used, which are di f f icu l t  t o  assess. 
the accuracy of the  technique can be considered 
acceptable but not extraordinaxy. Its principal 
v i r tue  is  that it is  different frm other tech- 
niques and thus offers an independent method for  
obtaining experimental data. 

Testing t-s are of 

In general, 

Possible applications of the technique not 
considered i n  the present paper are the measurement 
of heat transfer in planetary gases, the study of 
the  effects  of surface catalycity on heat transfer, 
and the measurement of heat-transfer ra tes  t o  other 
parts  of the model. 

Conclusions 

This paper has discussed two techniques t o  
measure convective heat transfer i n  free-flight 
f a c i l i t i e s .  The najor conclusions are: 

1. Both techniques are  sufficiently different 
from other methods for  measuring convective heat 
t ransfer  t o  be considered independent. 

2. Both methods are simple t o  use, requiring 
l i t t l e  additional equipmnt over that normally 
found i n  f ree-f l ight  ranges and tunnels. 

3. The methods are reasonably accurate - l e s s  
than i-15 percent uncertainty for  the catcher- 
calorimeter method and about f20 percent for  the 
melting- onset method. 

4. Both methods have been used t o  obtain data. 
The velocity range covered is frm 4,300 t o  36,000 
f t /sec,  i n  which the  data show good agreement with 
theories and with other existing data. 

5 .  The data a t  36,000 f t /sec (a) support 
theories which show s m l l  effects  of ionized spe- 
c ies  on convective hesting, and (t) w e e  w i t h  the 
m j o r i t y  of existing shock-tube data. 

Region Percent of heating 



Reduction Of Ihe Tota l  Heat-R9nsfer Data 

To Heat-h.ansfer Rates 

where the subscript exp refers  t o  the e x p e r k n t ,  
and the sunmation extends Over all the experimental 
points. 
respect t o  €& set equal t o  zero yields the value 
of 4 for a particular n which minlmizee the 
sum of the residuals for that value of n: 

!be derivative of equation (A&) with 

!The total heat absorbed by a nonablating 
vehicle in decelerating f l i gh t  is given by equa- 
t i on  (9 )  of the text  as vcstch F-2 

dV (All -4% 

dV = 0 (A51 

For the case of canstant drag coefficient, equa- 
t i on  (Mu) can be integrated directly t o  give 

*re 

In all cases the launch velocity is  nuch greater 
than the catch velocity and the value of n, as 
determined by theory and substantiated experi- 
mentally, i s  usuaily about 3; therefore, 

$-' >> 

and equation (&) reduces t o  

If equation (A3) is physically r e a s t i c ,  we see 
that the tatal aerodynamic heating should be a 
power-law function of the launch velocity; therefore 
a plot  of kro versus launch velocity on a loga- 
rithmic plot resul ts  i n  a straight line, the slope 
of which i s  equal t o  the exponent (n-l), and the 
constant €& is  the value of r o  a t  the 1-foot- 
per-second intercept. Figure 6 8  shows that the 
data obtained do fall in an approximately straight 
l ine.  A systematic method of applying equation (p l )  
which al lows variation in C,~J and is  a least  
squares f i t  t o  the available data was therefare 
developed as  follows. 

Least Squares Analy S i 6  

i t y  was assumed t o  be known exactly. 
the residuals u can be written as  

In the least squares analysis the mOael veloc- 
!rhe sum of 

!bus, the best f i t t i n g  value of & is  given by 

av 

This procedure was applied for several trial VELUZS 
of n and the corresponding sums of the residuals 
were plotted versus n. The d u e  of n a t  the 
mininunu of t h i s  curve along with the corresponding 
value of 4 was selected as  the best f i t  t o  the 
data. This graphical selection is equivalent t o  
taking the derivative of equation (Ab) with respect 
t o  n setting it e q p d  t o  zero and solving that 
equation and (A5) sinailtaneously for & and n; the 
graphical method, however, is singder. 
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FIGURF: LEGXIIDS 

Figure 1.- Schematic drawing of t e s t  setup. 

Figure 2.- Typical variations i n  heating and veloc t y  with distance from t 

Figure 3 .- Sectional drawing of a t y p i c a l  model, sabcrt , and gas seal 

Figure 4.- Qxrber-sectional d rawing  of the calorin&er. 

Figure 5.- "ypical calorimeter output trace. 

%e gun. 

Figure 6.- Heat transfer t o  a 0.25-inch-diameter hemisphere at  1 atmosphere free- 
stream pressure. 
experimental and theoretical heat-transfer rates,  based on fYont face wetted 
area, for  a 0.25-inch-diameter hemisphere. 

(a) ToCal aerodynamic heat transfer. (b) Ccanparison of the 

Figure 7.- Schemtic drawing of prototype hypersonic free-flight fac i l i ty .  

Figure 8.- Schemtic for air-on operation. 

Figure 9 .- Shadowgraphs showing onset of melting. 

Figure 10.- Correlation plot f o r  24,000 ft /sec data. 

Figure ll.- Data taken at  36,000 ft/sec. 

Not t o  scale. 
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250" DlAM 
3 SPLIT ALUMINUM 
PLANES-120' HEMISPHER 

SECTION A - A  , 

MATERIAL: LEXAN 

TYPICAL MODEL AND SABOT 

k. 5 12" DlAM + I 

4 

GAS SEAL 

Figure 3.- Sectional drawing of typ ica l  model, sabot, and gas seal .  

NATIONAL AERONAUIICS A N D  SPACE ADMHIS1RATK)N 
AMES RESEARCH CENTER, MOFFETT FIELD, C A L I F m N I A  



n 

I 

hrz 
00 

b - 
x 
9 cu 
2 
n 

a 

3 
0 

W 

3 
v) 

v) 
w 
-J n 

W 
I 
I- 

J 

W 
J 

3 
a 

0 

W 
I B 

k 
0 



I 

- I- 
(u 
b m 
0 

Q 

I1 
c 

E '+ > 
I €  
1 



k 
% 

I I I I I  I I I I I I I I  I I I I 
y m c p  * N - q q  *. 
0 
0 

x 
0 

'U3jSNWUl l W 3 H  3INWNAOOU3W lW101 

- x  
0 
N O  a 
t 

-0- 
c - - k 

al 
k 

al 
k 
-P 

: 
-P 
al 

2 

I 
al 

J- 
cu 

cd 
0 
-P 

id 
$4 



0 

I I I I  I 

X 

I 
0 
d- 

o a  - 

I I I I I  I I I I I - 0~~ Tt 

- c 

a 

- +  -cuy 
W 
U 

- 

W 
- w  

U 
LL 

J- 
cu 





I- 
W 
W 
2 
0 t- 
0 
W 
2 
t- 
I u z 
3 
-I 
-I 
W 
0 
0 s 

- 

a 

W > a 
? 
x u 
0 
I 
u) 

(3 z 
l- 

t- 
u) 

- 
a a 

U 
w 
I 

3 
W 
I- a 
2 
X 
0 a a. a. a 

- 
< 

W > s 
x u 
0 
I 
u) 

(3 z 
I- 

I- 
u) 

- 
a a 

A 
W 
0 
0 z 

a 
3 
A 
A 
t- 
u). 

I - 
z 
0 

z 

\ 

0 

z 
0 
I- u w 
u) 

I- 
u) w 
I- 

- 

a 

a, 
rl 
cd 
0 
(II 

0 
+> 

% 
R 

i j  
cd 
k 

Q 
8 
I 
k 

.rl 
cd 
k 
0 
k 
0 
.rl 
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STA. I ; t = 0.634 mS; 
Tw =1020° F 

STA. 3; t =0.983 ms; 
Tw = I198O F 

- (MELTING FIRST OBSERVED) 

I 

STA. 5j t =  1.341 ms; 
Tw = 1327O F 

I 
STA. 2; t =0.807 mS; 

Tw = 1 1 1 6 O  F 

STA.4; t= l . I6 l  ms; 
Tw = 1267O F 

STA. 6; t =  1.523 ms 
Tw =1378O F 

ALUMINUM (7075-T 6) MELTING TEMP = I 180° F 
VL = 24,200 FTISEC 

Figure 9 .  - Shadowgraphs showing onset of melting . 
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